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Weakly-supervised self-consistency 
learning

Weakly-supervised
image manipulation detection Results

Open source

Ø Typical image manipulations
• They typically have pixel-level masks

Ø Emerging editing methods do not 
necessarily generate such masks

Ø New task: weakly-supervised image 
manipulation detection (W-IMD)
• Given only binary image-level labels (real 

or fake), predict whether an image is 
manipulated, and localize the manipulation 
at the pixel level.

• Such a paradigm eliminates the need for 
pixel-level masks, and can quickly adapt to 
novel manipulations without such 
annotations

Splicing [Sharma et al.]

Inpainting [Trung et al.] Copy-move [Mahdi et al.]

Language-guided 
editing [Wang et al.] Sketch-based editing [Zeng et al.]
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Ø Adaptive pooling
• Based on Otsu’s binarization 

method, dynamically select 
the pixel-level responses from 
the prediction map

w/ max pool

w/ adaptive pool

Ø Multi-source consistency 
(MSC) learning
• Fuse information from 

different noise sources 
(RGB, SRM, and Bayar)

• The ensemble prediction is 
in turn used as pseudo 
ground truth, and 
supervises each individual 
stream

Ø Inter-patch consistency learning
• The global patch-patch similarity is computed, and forms a 4D 

consistency volume
• The pseudo ground truth from MSC is used to supervised the 

consistency volume, thus to enhance low-level features

Ø Strong image-level detection results

Ø Adaptation to novel manipulations

Ø Reasonable pixel-level localization results

Ø Qualitative results
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