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• Video diffusion models suffer from slow sampling
• Video datasets often have low-quality appearance
• High-quality image datasets are underutilized in video 

model training

• How can we speed up video diffusion and improve video 
appearance quality?

• We present motion consistency model, a video diffusion 
distillation method that
• Accelerate sampling
• Enhance frame appearance by leveraging image datasets

Disentangled motion consistency distillation

Baseline

Mixed trajectory distillation

Results

Ø Video latent consistency distillation (CD)
• Learns to generate from the video dataset

Ø Frame-wise adversarial learning
• Learns the appearance from the image dataset

Conflict objectives in baseline
• CD also learns low-quality frame from the video dataset
• Adversarial learning learns high-quality frame from images

Training-inference discrepancy
• Training: ODE trajectories sampled from low-quality video
• Inference: sample in the high-quality video space

• How about disentangling 
motion and appearance 
learning
• Extract motion from the 

video latent
• Apply CD only on the 

motion (MCD)

Ø MCD only learns the 
motion

Ø Adversarial learning learns 
the appearance
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Quantitative results
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Simulate inference-time ODE trajectories using multi-step 
sampling
• Represent high-quality appearance 
• Apply MCD and adversarial learning on latents sampled 

from these trajectories
• Mixing the real- and generated-video ODE trajectories for 

training


